Transformer-Based Acoustic Modeling For Hybrid Speech Recognition

基于变压器的混合语音识别声学模型
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摘要

We propose and evaluate transformer-based acoustic models (AMs) for hybrid speech recognition. Several modeling choices are discussed in this work, including various positional embedding methods and an iterated loss to enable training deep transformers. We also present a preliminary study of using limited right context in transformer models, which makes it possible for streaming applications. We demonstrate that on the widely used Librispeech benchmark, our transformer-based AM outperforms the best published hybrid result by 19% to 26% relative when the standard n-gram language model (LM) is used. Combined with neural network LM for rescoring, our proposed approach achieves state-of-the-art results on Librispeech. Our findings are also confirmed on a much larger internal dataset.

Index Terms— hybrid speech recognition, acoustic modeling, transformer, recurrent neural networks

提出并评价了基于变压器的混合语音识别声学模型。在这项工作中讨论了几种建模方法，包括各种位置嵌入方法和一种迭代损失，以便能够训练深度变换器。我们还初步研究了在transformer模型中使用有限的右上下文，这使得流应用成为可能。我们证明，在广泛使用的Librispeech基准上，使用标准gram语言模型（LM）时，基于transformer的AM的性能要比最好的混合结果高出19%到26%。结合神经网络LM进行重排序，在Librispeech上取得了最新的结果。我们的发现也在一个更大的内部数据集上得到了证实。*不*
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# 1        介绍

自从在自动语音识别（ASR）中引入深度学习（deep learning）[1]以来，人们探索了各种用于声学建模的神经网络结构[2–6]。其中，递归神经网络（RNN），特别是长-短期记忆（LSTM）[7]神经网络被广泛应用于传统的混合系统（如[3，8]）、基于序列的系统（如[9，10]）或基于神经传感器的端到端系统（如[11]）。然而，RNNs有几个众所周知的局限性：1）由于[12]中发现的消失或爆炸梯度问题，RNNs不能很好地模拟长期的时间依赖性；2）RNNs的递归性使得并行处理语音信号变得困难。为了解决这些问题，人们提出了多种神经网络结构来代替RNN，包括时延神经网络（TDNN）[5]、前馈顺序记忆网络（FSMN）[6]和卷积神经网络（CNN）[4,13]，但取得的成功有限。

最近，自我注意网络[14]在各种自然语言处理任务（例如[14–16]）中显示出了有希望的结果。与RNN和CNN不同，自我注意直接连接输入序列中的任意位置对。要在两个输入位置之间向前（或向后）发送信号，只需一步就可以通过网络，而在RNNs和CNNs中只需（n）步和（logn）步。此外，自我注意的计算可以很容易地并行化。在自我注意的基础上，transformer模型[14]利用了多头注意和前馈层的交错。ASR也使用了自我注意和变压器模型，主要是在sequenceto-sequence架构中[17–19]，但值得注意的例外是[20,21]。在这项工作中，我们提出并评估基于变压器的acous-*不OO*
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混合ASR的tic模型（AMs）。我们探讨了几种建模方法，包括将绝对或相对位置信息编码到变压器输入中的方法，以及使深度变压器训练成为可能的迭代损耗。虽然我们在这项工作的重点是调查潜在的变压器为基础的AMs没有任何限制，我们探讨了可流动变压器和目前我们的初步实验结果。结果表明，在广泛使用的Librispeech基准和我们的内部数据集上，我们提出的基于变压器的AMs可以在非常强的双向LSTM（BLSTM）基线上产生显著的字错误率（WER）改进。当使用标准的4-gram语言模型（LM）时，我们在Librispeech上获得的结果比以前最好的混合模型提高了19%到26%；结合神经LM重构，我们的系统在这个数据集上达到了最先进的性能。

# 2        混合体系结构

在混合ASR[22]中，使用声学编码器将输入序列x·····编码为高级嵌入向量z···的序列，。这些嵌入向量用于产生隐马尔可夫模型（HMM）的绑定状态的后验分布，如senone[23]或chenone[24]。然后将这些后验分布与其他知识源（如词典和LMs）相结合，构造一个搜索图。然后使用解码器来找到最佳假设。不同的神经网络可以用作编码器：在DNN、TDNN和CNN中，zi是x的函数及其固定数量的相邻帧；在单向RNNs中，zi是xto x的函数，而在双向RNNs中，zi是整个输入序列的函数。1*,十T型*1*,z轴T型t型t型t型*1 *t型t型*

尽管与序列到序列或神经传感器结构相比，混合方法不太吸引人，因为它不是端到端的训练，但对于作者的实际问题，它仍然是性能最好的系统。它还有一个优点，即它可以很容易地与培训期间可能无法获得的其他知识源（如个性化词典）集成。在这项工作中，我们的目标是利用变压器来改善混合声学模型。

# 3        基于变压器的声学建模

在本节中，我们首先简要回顾变压器网络，并讨论将变压器用作声学编码器时的各种建模选择。第3.5节还讨论了与其他工程的关系。

3.1自我注意和多头注意

自我注意首先使用点积注意计算输入序列上的注意分布，即对于每个x∈R，分布α通过以下公式获得：*t型d级我t型*

实验（β·TqTk）*十t型***栈单***十τ*
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*αtτ*=P exp（β·*十*T型*t型***栈单**问T型k公司*十τ*0)(1)

*τ*0

其中∈r变换x**栈单**问*,*k公司*d级k公司*×天*我t型*查询和键空间，是一个比例因子。注意，对于语言建模，当前位置和未来位置之间的点积被屏蔽为—∞以防止将来的信息泄漏到当前嵌入。虽然对于声学建模来说，可以关注整个序列，但是在许多应用中，我们只关注有限的右上下文帧来实现语音信号的流处理（即，+R之间的点积被屏蔽为−∞）。给定α，自我注意的输出嵌入通过以下方式获得：*t型τ、 τ>tt型*

*z轴t型*=十衰减（αtτ）·Wv*十τ*(2)

*τ*

其中∈Rmaps将输入向量映射到值空间。**W型**五*d级五*×天*我*

自我注意通常与多头部注意（MHA）相结合，其中自我注意头部被单独应用于输入序列，每个头部的输出被串联并线性转换为公共空间，即。，*小时*
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*z轴t型*=Wo退出（（3）第*τ*

其中∈R，和**栈单**o*d级我*×高清五*αtτ*（一）![](data:image/gif;base64,R0lGODlhCwAOAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAALAA4AgAAAAAAAAAIUhI+ZcazmQHyyVfgmXbtTjYFWJxYAOw==)是注意力权重和第-个头的值矩阵。*我*

3.2变压器结构

除了MHA子层外，每个变压器层还包含一个完全连接的前馈网络（FFN），该网络由两个线性变换和一个非线性激活函数组成。将FFN网络分别相同地应用于序列中的每个位置。为了允许将多个变压器层堆叠在一起，将剩余连接添加到MHA和FFN子层。作为正则化的一种形式，在MHA和线性变换之后也应用了辍学。图1总结了一个转换器层的体系结构。注意，与[14]不同，在MHA和FFN之前应用层归一化[25]，并且第三层归一化（图1中的LN3）是必要的，以防止完全绕过变压器层。注意，在[15]之后，我们在FFN网络中使用“gelu”非线性[26]。

![](data:image/gif;base64,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)

图1：一个变压器层的结构。“LN”表示层归一化[25]；“FC”表示全连通线性变换；“gelu”表示gelu非线性激活[26]。

3.3位置嵌入

变换器层的一个明显的限制是输出对输入顺序排列是不变的，即对于任何应用于输入序列x············································，。这意味着transformer不为*π*1*,十T型π*1*,z轴T型*

输入序列的顺序。在最初的变压器工作[14]中，通过正弦位置嵌入将绝对位置的信息注入到输入序列中来解决这一问题。我们认为，与自然语言处理不同，相对位置对语音信号更有用。在这项工作中，我们比较了几种将位置信息编码到变压器输入中的方法：

•向x添加正弦位置嵌入pis，其中pis的第n个元素sin（（t/10000）i/d）表示偶数，cos（（t/10000）（i−1）/d表示奇数。它编码绝对位置信息；*正弦位置嵌入：t型t型我t型我我我我*

•![](data:image/gif;base64,R0lGODlhCQABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAJAAEAgAAAAAAAAAIERI4BBQA7)*帧堆叠：*打破排列不变性的一个简单方法是将上下文向量堆叠在一起，即x=*不t型*

![](data:image/gif;base64,R0lGODlheQAOAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAB5AA4AgAAAAAAAAAKChI8Joa3sopwU0otfRnb7zITfqJHmKXVoojrt9a5nbNKNHeHyvqoiN/kddLwSq7goCTFL5CYUiDqBFqiBaE3OjsDUtelsSbspXzAnM/eOVW0SJ2yqh7ysiAb+SPNXzp1O1idYw+Y21wdX6KVHF8dFuPhmOMnnNgVziVZxlsnZ+SlRAAA7)T型

. 这是相对位置的编码-

*民族的*信息；

•受[27]的启发，我们使用二维卷积层对相对位置信息进行隐式编码。卷积嵌入隐式地执行帧叠加，并学习有用的短程频谱时域模式[28]。*卷积嵌入：*

3.4      训练深度变形金刚

变压器层可以堆叠多次，形成一个非常深的网络。在我们最初的实验中，我们发现更深的网络可以获得更好的精度。然而，在叠加许多层之后，训练变得困难，并且经常陷入一个糟糕的局部最优。为了训练深度变压器，我们使用了迭代损耗[29]，其中一些中间变压器层的输出也用于计算辅助交叉熵损耗。对这些辅助损耗进行插值，得到最终的损耗函数。注意，中间层特定参数（例如，softmax操作之前的线性变换）在训练之后被丢弃。

3.5      与其他工程的关系

原始的transformer论文[14]提出用自我注意和交叉注意来代替序列到序列模型中编码器和解码器中的递归。由于我们主要研究混合语音识别，所以在本研究中，我们仅使用自我注意来取代声学编码器中的RNN。

基于自我注意的声学建模在过去已经被探索过。在[20]中，自我注意被修改为关注固定数量的左右上下文框架，并且只使用一个注意层。相比之下，在我们的工作中，注意头注意到所有过去的帧，并且我们使用具有非常深结构的自我注意和FFN网络，这对于获得良好的模型精度是至关重要的。在[30]中，变压器与RNN在顺序到顺序架构中进行了比较。在文献[18]中，研究了序列到序列模型的各种位置嵌入方法，发现用LSTM层代替FFN网络，使自我注意层具有位置感知能力，可以获得更好的性能。在[27]之后，我们使用卷积层作为变压器层输入的预处理器，并将其与第4.2节中的其他位置编码方法进行比较。在[31]中，类似于迭代损失的损失函数用于训练字符级LMs的深度变换器；我们证明了它对于训练基于深度变换器的AMs也是至关重要的。

# 4        实验

为了评估所提出的基于变压器的声学模型的有效性，我们首先在Librispeech语料库上进行了实验[32]。这个语料库包含大约960个小时的语音数据，用于训练，以及4个开发和测试集（{dev，test}-{clean，other}），其中其他集更具声学挑战性。不对这些测试集执行分段。标准的4-gram语言模型（LM）具有200K词汇表，用于所有的一次通过解码。

4.1实验装置

在[24]之后，我们在所有实验中都使用了上下文和位置相关的图形（即chenones）。我们使用标准的Kaldi[33]Librispeech配方引导HMM-GMM系统。我们使用具有固定自循环和前向转移概率（均为0.5）的1状态HMM拓扑。采用10ms的帧移提取80维log-Mel滤波器组特征。降低的20ms帧速率可通过堆叠和跨步2个连续帧或通过卷积层中的跨步2池（如果使用）来实现。我们发现，这不仅减少了计算量，而且略微提高了识别精度。使用了速度扰动[34]和SpecAugment[10]（没有时间扭曲的LD策略）。我们专注于交叉熵（CE）训练模型，仅在最佳CE设置的基础上选择性地执行sMBR[35]训练。

使用基于PyTorch的fairseq[36]工具箱内部开发的语音扩展来执行神经网络训练。Adam optimizer[37]用于所有实验；在前8000次迭代中，学习率线性地从1e-5上升到1e-3，在其余的训练中保持在1e-3。在这项工作中，我们主要比较了全上下文转换器和BLSTM，尽管我们对使用有限右上下文的转换器进行了初步的研究。所有实验中都使用了压降：变压器为0.1，BLSTM为0.2。为了提高训练吞吐量，我们的批大小是动态确定的，这样我们就可以占用尽可能多的GPU内存。对于这项工作中的大多数实验，一批包含大约10000到20000帧，包括填充帧。我们使用32个NVIDIAP100GPU对模型进行最多100个时代的培训；培训通常在4天内完成。我们没有对变压器或BLSTM执行彻底的架构搜索。对于变压器，我们主要使用12层的变压器架构，其值为768：每个头的维度总是64，而FFN维度总是设置为4di。该模型的参数约为90M。对于BLSTM，我们遵循[24]并考虑两种架构，一种是每层每方向800个单元的5层BLSTM（约94M参数），另一种是1000个单元的6层BLSTM（约163M参数）[1]。*di公司*

训练变形金刚需要一些技巧。由于输入序列长度的计算量呈二次增长，我们将训练语句分割成不超过10秒的片段[2]。虽然这造成了训练和测试之间的不匹配，但初步结果表明，在较短的训练段上训练不仅提高了训练吞吐量，而且有助于最终的WER。我们还发现，变压器更容易过度拟合，因此需要一些正则化。我们发现SpecAugment[10]是有效的：没有SpecAugment，WER仅在3个时期后开始增加，而WER在SpecAugment的训练中继续提高。

使用Kaldi建立了一个完全优化的静态4-gram译码图。该译码图用于第一通译码和神经网络LM重构的n-最佳生成。测试集WER是使用基于开发集WER的最佳模型获得的[3]。在[38]之后，在相应的开发集[4]4.2位置嵌入的影响上分别选择test clean和test other的最佳检查点

在第一组实验中，我们研究了四种位置嵌入方法对基于变压器的声学模型的影响。在第一种方法中，我们每两帧进行一次叠加和跨步：它不会破坏变压器的排列不变性，因此表示为无。在第二种方法中，使用了原始变压器论文[14]中提出的正弦PE，它对绝对位置信息进行编码。在第三种方法，帧叠加中，我们将当前帧和接下来的8个未来帧叠加，然后进行一次Stripe2采样，形成一个新的变压器输入序列。注意，由于堆叠的帧与其相邻的堆叠帧部分重叠，因此排列不变性不再成立。该方法对相对位置信息进行编码。在第四种方法卷积中，我们在变压器层下面使用了两个VGG块[39]：每个VGG块包含两个连续的卷积层，每个卷积层带有一个3乘3的内核，后跟一个ReLu非线性和一个池层；第一个VGG块的卷积层使用32个通道，第二个VGG块增加到64个通道。Maxpooling是在一个2乘2的网格上执行的，跨步2在第一个块中，1在第二个块中。对于以10ms速率输入的80维特征向量序列，该VGG网络以20ms速率产生2560维特征向量序列。注意，VGG网络输出的每个特征向量的感知场由80ms左上下文和80ms右上下文组成，与帧叠加相同的右上下文长度。线性投影用于将特征向量投影到变压器接受的尺寸，在本例中为768。

表1：变压器位置嵌入（PE）的影响。

|  |  |  |
| --- | --- | --- |
| PE | 测试清洁 | 测试其他 |
| *没有* | 3.11 | 6.94 |
| *正弦波* | 3.13 | 6.67 |
| *帧堆叠* | 3.04 | 6.64 |
| *卷积* | 2.87 | 6.46 |

4.3变压器与BLSTM

在第二组实验中，我们比较了变压器结构和BLSTM。为了公平比较，我们尝试使用相似数量的参数建立基于变压器和BLSTM的模型。首先，我们将BLSTM模型BLSTM（800，5）与表1第3行中的transformer模型进行比较，BLSTM（800，5）是5层，每层每个方向有800个隐藏单元，因为它使用帧堆叠，所以称为Trf FS。为了能够比较基于变压器的最佳性能模型和卷积PE，我们将表1第4行中相同的VGG块与BLSTM结合，生成VGBLSTM（800，5）。最后，利用约163M的参数，建立了最大的vggBLSTM模型vggBLSTM（1000,6）。为了匹配该模型的参数个数，我们将变压器层数从12层增加到20层。如表2所示，基于transformerbased的模型在test clean和test other上的表现始终优于基于BLSTM的模型，分别为2-4%和7-11%。

4.4重复损失的影响

表2显示，只要将变压器的深度增加到20层，我们就可以获得大约5.5%的相对功耗降低（6.10 vs。

6.46). 受此启发，我们尝试增加transformer表2的数量：Librispeech基准上的架构比较

|  |  |  |  |
| --- | --- | --- | --- |
| 模型拱 | #参数（M） | 测试清洁 | 测试其他 |
| BLSTM（800,5） | 79 | 3.11 | 7.44 |
| Trf FS（768,12） | 91 | 3.04 | 6.64 |
| VGBLSTM（800,5） | 95 | 2.99 | 6.95 |
| vggTrf公司。(768,12) | 93 | 2.87 | 6.46 |
| VGBLSTM（1000,6） | 163 | 2.86 | 6.63 |
| vggTrf公司。(768, 20) | 149 | 2.77 | 6.10 |

进一步分层。为了使模型的大小易于管理，我们使用较小的嵌入维数512作为深变换器模型。我们最初的尝试并没有成功；深变形金刚模型（超过20层）经常被困在训练中，在很长一段时间内几乎没有进展。我们用[29]中使用的迭代损耗解决了这个问题：对第6/12/18个变压器层的输出嵌入进行非线性变换（投影到256维空间，然后进行线性变换，再进行相关非线性），并分别计算辅助CE损耗。这些额外的CE损失与原始CE损失（权重为0.3）进行插值。通过这种迭代损耗，我们能够训练一个24层变压器模型，在解码时只有81M的模型参数[5]，并且在vggTrf（768，12）基线上，在测试清洁和测试其他时分别获得7%和13%的功耗降低。

表3：使用迭代损耗训练深层变压器模型。

|  |  |  |  |
| --- | --- | --- | --- |
| 模型拱 | Iter损耗 | 测试清洁 | 测试其他 |
| vggTrf公司。(768, 12) | 不 | 2.87              6.46 | |
| （参数：93M） | 是的 | 2.77              6.10 | |
| vggTrf公司。(512, 24) | 不 | 不收敛 | |
| （参数：81米） | 是的 | 2.66              5.64 | |

在这个vggTrf（512，24）模型的基础上，我们进一步进行了sMBR训练，在test-clean和test-other上略微提高到2.60%和5.59%。我们将我们的结果与一些已发表的Librispeech最新系统进行了比较，如表4所示：当使用标准4-gram LM进行解码时，我们的系统在测试清理和测试其他方面分别比以前最好的4-gram混合系统[24][6]降低了19%和26%。我们还在Librispeech基准提供的800M文本令牌上构建了一个类似于[16]中设置的transformer LM，并对第一次通过的解码输出执行了n-best重排序。据我们所知，我们的最终WER（2.26/4.85）是这个广泛使用的基准的最新结果。

表4:Librispeech与以前最佳结果的比较。“4g”表示使用4克LM；“NNLM”表示使用神经LM。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 拱门。 | 系统 | 流光溢彩 | 测试清洁 | 测试其他 |
| 拉斯维加斯 | Park等人[10]Karita等人[30] | NNLM+4g NNLM | 2.5 2.6 | 5.8 5.7 |
| 混合的 | 跑道[38] | 4克  +NNLM公司 | 3.8 2.3 | 8.8 5.0 |
| Han等人[41] | 4克  +NNLM公司 | 2.9 2.2 | 8.3  5.8 |
| Le等人[24] | 4克 | 3.2 | 7.6 |
| 我们的 | 4克  +NNLM公司 | 2.60 2.26 | 5.59  4.85 |

表5：强制转换器模型在推理过程中每层使用有限的右上下文（RC）。给定一个12层的变压器，10帧的RC转换为2.48秒的总前瞻。

|  |  |  |
| --- | --- | --- |
| 钢筋混凝土 | 测试清洁 | 测试其他 |
| ∞ | 2.87 | 6.45 |
| 50 | 3.01 | 7.12 |
| 20 | 3.29 | 8.10 |
| 10 | 3.65 | 9.01 |

4.5有限权利背景

到目前为止，所有基于变压器的实验都使用了完整的上下文。为了了解转换器在多大程度上依赖于未来的帧来导出当前帧的嵌入，我们采用vggTrf（768，12）模型（第4行，表2），并强制每一层在推理过程中关注一个固定的有限权利上下文。有趣的是，尽管这在训练和推理之间造成了很大的不匹配，但是如果正确的上下文帧的数目足够大，那么生成的系统仍然可以产生合理的wer。请注意，尽管每个层只需要有限的右上下文帧，但总的右上下文长度是由每个转换器层的右上下文长度相加的，因此我们最终仍然会有一个大的面向未来的展望窗口，这使得在流式ASR应用程序中使用的可能性降低。在未来的研究中，我们将研究基于变压器的具有流约束的声学模型。

4.6大规模实验

最后，我们进行了一个大规模的实验，我们的内部任务之一，英语视频ASR。该训练集由用户公开共享的137k小时视频（来自9416k个视频片段）组成；在我们的实验中只使用了这些视频的音频部分。这些数据是完全匿名的；转录者和研究者都不能访问任何用户可识别的信息。由于数据的性质，这是一个非常多样化和富有挑战性的任务。大约9小时（来自620个视频剪辑）的数据为dev set保留。3个测试集用于评估目的：一组8.5小时精心挑选的干净视频，一组19小时的干净视频和一组18.6小时的嘈杂视频。为了我们最初的评估目的，训练集和测试集被分成最多10秒的部分。

由于时间的限制，我们只构建了vggTrf（768，12）而没有迭代损失，并在此任务上构建了vggBLSTM（800，5）。表6显示，在这项任务中，提出的基于变压器的声学模型比VGBLSTM的性能好4.0-7.6%。我们将在今后的工作中汇报更多的成果。

表6：我们内部英语视频ASR任务的实验结果。

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | 策划 | 清洁的 | 嘈杂的 |
| VGBLSTM（800,5） | 10.72 | 15.97 | 22.13 |
| vggTrf（768,12） | 9.90 | 15.26 | 21.25 |

# 5        讨论和结论

在这项工作中，我们提出并评估了基于变压器的混合语音识别声学模型。讨论并比较了几种模型选择。我们证明了transformer可以显著地优于BLSTM，并且在Librispeech基准上给出了最好的声学模型。对一个更大更具挑战性的数据集的初步研究也证实了我们的发现。

我们还有很多工作要做。例如，我们的实验并没有显示transformer的卓越性能在多大程度上来自于用自我关注代替重复，而transformer的其他建模技术也可以用来改进RNN[42]。相对于语音信号长度而言，二次增长的成本仍然是基于变压器的声学模型在实际中使用的主要障碍。这些问题将在我们今后的工作中加以研究。
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[[1]](" \l "_ftnref1" \o ")通过将BLSTM中的参数数量增加到163M以上，我们没有得到进一步的改善。

[[2]](" \l "_ftnref2" \o ")这是通过使用现有的延迟控制BLSTM声学模型将音频与参考对齐来实现的。

[[3]](" \l "_ftnref3" \o ")我们还平均最后10个epoch检查点，以形成一个额外的候选。

[[4]](" \l "_ftnref4" \o ")这只是为了遵循前面的工作在[38]中设定的相同实验方案——两个测试集上的大多数实验结果，包括我们在表4中报告的最佳WER，实际上是通过相同的模型实现的。

[[5]](" \l "_ftnref5" \o ")有6个额外的参数只用于训练。

[[6]](" \l "_ftnref6" \o ")注意，[24]使用了LC-BLSTM[40]而不是全上下文BLSTM。